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1 はじめに

補聴器を利用する場合，周囲の雑音の影響で目的
音声の品質が劣化するため，目的音声の抽出処理が
必要となる．補聴器システムにおける音声抽出処理
には，目的話者の位置や空間情報が未知であっても頑
健に動作するブラインド音源分離 (blind source sep-
aration: BSS) や一部の音源に教師データがある半教
師あり音源分離が有効である．中でも独立低ランク行
列分析 (independent low-rank matrix analysis: IL-
RMA) [1]は安定で高精度な音源分離を達成している．
ILRMA を半教師あり音源分離に拡張した手法とし
て，基底共有型 ILRMA (basis-shared ILRMA: BS-
ILRMA) が提案されている [2]．BS-ILRMAは災害
環境用のロボットのために提案された手法であり，ロ
ボット自身が発するエゴノイズから生存者の声を分
離する．目的音声の教師信号は得られないが，エゴノ
イズは前もって収録できるため，半教師ありの枠組み
を使うことができる．補聴器を使う状況においても，
会話直前の数秒の雑音区間など，事前に雑音のサン
プルを利用することで，半教師あり音源分離である
BS-ILRMAを利用可能となる．しかし，雑音のサン
プル数などが大きく異なるため，補聴器システムに
対する BS-ILRMAの有効性は明らかでない．
ILRMAや BS-ILRMAは線形時不変フィルタであ
るため，雑音が全方位から到来する拡散性雑音など
の目的音源方位に雑音が存在する場合，その雑音は
原理的に分離が不可能である．そこで，拡散性雑音が
存在する状況を対象とした音声抽出法である，ラン
ク制約付き空間共分散行列 (spatial covariance ma-
trix: SCM) 推定法 [3]が提案されている．この手法
は非負値行列因子分解 (nonnegative matrix factor-
ization: NMF) [4] を多チャネル化した多チャネル
NMF [5]と同様に，各音源の空間伝達特性を表現す
る SCMを推定する．ランク制約付き SCM推定法は
次の二段階の処理からなる．前段では ILRMAを用
いて空間パラメータを推定し，後段では得られた空
間パラメータから目的音源方位に残留する雑音を推
定し抑圧する．多チャネルNMFは推定するパラメー
タの数が多く計算コストが大きい一方，ランク制約
付き SCM推定法は，ILRMAで推定された高精度な
空間パラメータを用いることで推定すべきパラメー
タの数を削減しているため，多チャネルNMFより効
率的かつ初期値に頑健な分離を可能にしている．
これまで我々は，スマートフォンを用いた分散マ
イクロホンアレー補聴器システムを提案している [6]．
スマートフォンのマイクロホンを利用することで，マ
イクロホンの数が増えるだけでなく両耳から離れた
距離にある空間の情報が得られるため，さらに高品
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質な分離が可能となる．上記の分散マイクロホンア
レー補聴器システムにおいて，我々は前処理として
ILRMAを用いたランク制約付き SCM推定法におけ
る有効性を確認している．ランク制約付き SCM推定
法の前段にBS-ILRMAを用いて雑音の学習を取り入
れることで，さらに高品質な分離ができると期待で
きる．本研究では，まず分散マイクロホンアレー補聴
器システムのデータにおけるBS-ILRMAの有効性を
明らかにする．さらに，ランク制約付き SCM推定法
とBS-ILRMAを組み合わせることでより高品質な分
離を達成することを示す．

2 定式化及びBSS手法

2.1 定式化
N 個の音源信号を M 個のマイクロホンで

収録し，観測した信号を分離することを考える．
短時間フーリエ変換 (short-time Fourier trans-
form: STFT) によって得られる複素時間周波数
成分における音源信号，観測信号，及び分離信
号をそれぞれ，sij = (sij,1, . . . , sij,n, . . . , sij,N )，
xij = (xij,1, . . . , xij,m, . . . , xij,M )，及び yij =

(yij,1, . . . , yij,N )とする．ここで，i = 1, . . . , I，j =
1, . . . , J，n = 1, . . . , N，及び m = 1, . . . ,M はそ
れぞれ周波数ビン，時間フレーム，音源信号，及び
観測信号のインデクスである．各音源が点音源であ
り，STFTの窓長が残響時間より十分短いとする瞬時
混合仮定では，各周波数ビンにおいて混合行列 Ai =
(ai,1 · · ·ai,N ) ∈ CM×N が存在し，次のように書ける．

xij = Aisij (1)

ただし，ai,n は周波数 iにおける音源 nのステアリ
ングベクトルである．M = N かつAiが正則である
場合，Ai の逆行列 W i = (wi,1 · · ·wi,N )H ∈ CN×M

を推定することで，次のように分離信号が得られる．

yij = W ixij (2)

2.2 ILRMA [1]

ILRMAでは，音源 nの各時間周波数成分が　

sij,n ∼ Nc (0, rij,n) (3)

rij,n =
∑
l

til,nvlj,n (4)

なる単変量複素ガウス分布に従い生起する確率生成
モデルを仮定する．ここで，til,n ≥ 0，vlj,n ≥ 0は
NMFにおける基底行列 T n ∈ RI×L とアクティベー
ション行列 V n ∈ RL×J の成分であり，l = 1, . . . , L
は基底のインデクス，Lは基底数である．また，rij,n
は音源 nの音源モデルに相当し，NMFにより低ラン
クの仮定が導入されている．式 (1)と多変量複素ガウ
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ス分布の再生性より，xij も多変量複素ガウス分布

xij ∼ Nc

(
0,
∑
n

rij,nai,na
H
i,n

)
(5)

に従う．ILRMAのコスト関数 JILRMAは観測信号の
負対数尤度関数であり，次のように定義される．

JILRMA =

N∑
n

∑
i,j

[
|yij,n|2

rij,n
+ log rij,n

]
− 2J

∑
i

log |detW i|+ const. (6)

NMF変数 til,n，vlj,n及び分離行列W i = A−1
i は尤

度最大化により推定される．

2.3 ランク制約付き SCM推定法 [3]

ランク制約付き SCM推定法は 1個の方向性目的音
源と拡散性雑音が混合している状況を対象とした手
法である．ランク制約付き SCM推定法は二段階の処
理からなる．前段では ILRMAなどを用いて線形時不
変フィルタを推定し，後段では得られた空間パラメー
タから目的音源方位に残留する雑音を推定し抑圧す
る．ILRMAを適用したM 個の分離音のうち，方向
性目的音が含まれる分離音には雑音が混入する一方，
それ以外のM − 1 個の分離音はほぼ雑音のみで目的
音の混入が非常に少ない [7]．このM − 1個の雑音の
みの信号から推定された SCMはランクがM − 1と
なる [3]．フルランク（即ちランク M）であることが
期待される拡散性雑音の SCMの推定値は，ランクが
１つ落ちている．目的音源方位の雑音を除去するため
にはフルランクの SCMが必要なため，不足したラン
ク 1空間基底を加算するモデル化を行い，パラメー
タを推定する．最後に多チャネルウィーナフィルタを
構成し，目的音源方位の拡散性雑音を低減する．
ランク制約付き SCM 推定法のモデルは観測
信号 xij を目的音源のソースイメージ hij =
(hij,1, . . . , hij,M )⊤ と拡散性音源のソースイメー
ジ uij = (uij,1, . . . , uij,M )⊤ の和として次のように
表す．

xij = hij + uij (7)

目的音源のソースイメージ hij は，ILRMAによって
得られたステアリングベクトル ai,1, . . . ,ai,N のうち
目的音源に対応するベクトル a

(h)
i =: ai,nh

と，目的
音源のドライソース s

(h)
ij を用いて次のように表す．

hij = a
(h)
i s

(h)
ij (8)

s
(h)
ij ∼ Nc

(
0, r

(h)
ij

)
(9)

ここで，nh は目的音源に対応する音源インデクス，
r
(h)
ij は目的音源の分散である．目的音源として音声を

想定しているため，目的音源の分散 r
(h)
ij はスパース

性を有するとし，事前分布として逆ガンマ分布を仮
定する．

p(r
(h)
ij ;α, β) =

βα

Γ(α)

(
r
(h)
ij

)−α−1

exp

(
− β

r
(h)
ij

)
(10)

ここで，α > 0は形状母数，β > 0は尺度母数，Γ(·)
はガンマ関数を表す．

一方，拡散性音源のソースイメージ uij は目的音
源のソースイメージ hij とは独立な多変量複素ガウ
ス分布に従うと仮定する．

uij ∼ Nc

(
0, r

(u)
ij R

(u)
i

)
(11)

ここで，r
(u)
ij とR

(u)
i はそれぞれ拡散性音源の分散と

SCMである．ILRMAによって推定された分離フィ
ルタ wi,nを用いて，拡散性音源の SCM R

(u)
i は次の

ようにモデル化される．

R
(u)
i =R′(u)

i + λibib
H
i (12)

R′(u)
i =

1

J

∑
j

W−1
i (|wH

i,1xij |2, . . . , |wH
i,nh−1xij |2, 0,

|wH
i,nh+1xij |2, . . . , |wH

i,Nxij |2)(W−1
i )H (13)

ここで，R′(u)
i は ILRMAによって推定された雑音の

ランクM−1 SCMであり，biはR′(u)
i の零固有値に

対応する単位固有ベクトル，λiは補完される成分の大
きさを表す．ここで，R

(u)
i において推定すべき変数

は λiだけであり，ILRMAによって推定されたR′(u)
i

と biを固定して最適化を行う．以上より，式 (10)の
目的音源の分散の事前分布を考慮したランク制約付
き SCMモデルの負対数事後確率 Lは次のように表
される．

L(r(h)ij , r
(u)
ij , λi) =

∑
i,j

[
xH

ij(R
(x)
ij )−1xij + log detR

(x)
ij

+ (α+ 1) log r
(h)
ij +

β

r
(h)
ij

]
+ const.

(14)

R
(x)
ij =r

(h)
ij a

(h)
i a

(h)
i

H
+ r

(u)
ij R

(u)
i (15)

変数 r
(h)
ij , r

(u)
ij , λi は、L を最小化するように

expectation-maximization アルゴリズムによって最
適化される [3]．

3 BS-ILRMA [2]の分散マイクロホンア
レー補聴器システムへの適用

BS-ILRMAは人の進入が困難な災害環境で生存者
の声を検知するロボットのための手法として提案さ
れた．BS-ILRMAは前もって収録されたロボットの
エゴノイズを利用した半教師あり音源分離である．一
方，補聴器を使う状況においても，会話直前の数秒の
雑音区間など事前に雑音のサンプルを利用すること
で半教師あり音源分離を適用することが可能である．
BS-ILRMAはM =N の条件のうち，N ′ =M ′ =

N−1個の雑音源と 1個の目的音源が存在する状況を仮
定している．事前に得られるM ′チャネルの雑音のサン
プルを x

(noise)
ij′ = (x

(noise)
ij′,1 , . . . , x

(noise)
ij′,m′ , . . . , x

(noise)
ij′,M ′ )，

分離対象である M チャネルの観測信号を x
(mix)
ij =

(x
(mix)
ij,1 , . . . , x

(mix)
ij,M )⊤ と表す．ここで，j′ = 1, . . . , J ′

及びm′ = 1, . . . ,M ′ は雑音サンプルの観測信号のフ
レーム及びインデクスである．
単純に ILRMAを半教師ありにする場合，半教師
あり NMF [8]と ILRMAを組み合わる手法が考えら
れる．即ち，雑音のサンプル x

(noise)
ij′ を ILRMAに適

用し，N ′ 個の雑音の基底行列 T
(noise)
n′ ∈RI×L

≥0 を学
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習させ，学習済みの基底行列を用いて，もう一つの
ILRMAでM チャネルの観測信号 x

(mix)
M を分離する

方法 (semi-supervised ILRMA: SS-ILRMA)である．
ここで，n′ = 1, . . . , N ′は雑音サンプルの音源のイン
デクスである．しかし，単純な半教師ありアプローチ
ではW i と基底行列の間のスケールの不定性が雑音
の教師基底行列 T

(noise)
n′ のスペクトル構造を崩壊さ

せる可能性がある [2]．
この問題に対処するため BS-ILRMA が提案さ
れた．BS-ILRMA の概要を Fig. 1 に示す．ここ
で，W

(noise)
i ∈ CN ′×M ′

及び W
(mix)
i ∈ CN×M

は，雑音サンプル x
(noise)
ij′ 及び観測信号 x

(mix)
ij に

対する分離行列である．X
(noise)
m′ ∈ CI×J′

及び

Y
(noise)
n′ ∈ CI×J′

はそれぞれ x
(noise)
ij′ 及び y

(noise)
ij′ =

(y
(noise)
ij′,1 , . . . , y

(noise)
ij′,N ′ )⊤ のm′ 及び n′ 番目のスペクト

ログラムである．X(mix)
m ∈ CI×J及びY (mix)

n ∈ CI×J

はそれぞれx
(mix)
ij 及び y

(mix)
ij = (y

(mix)
ij,1 , . . . , y

(mix)
ij,N )⊤

の m及び n番目のスペクトログラムである．また，
| · |.2は要素毎の 2乗を表す．T n′ ∈ RI×L

≥0 は雑音サン
プルの音源に対する共有基底行列，TN ∈ RI×L

≥0 は目

的音源に対する非共有基底行列，V (noise)
n′ ∈ RL×J′

≥0 及

びV (mix)
n ∈ RL×J

≥0 はY
(noise)
n′ 及びY (mix)

n に対応する
アクティベーション行列である．BS-ILRMAは二つの
ILRMAを使用する．一方ではW

(noise)
i 及び y

(noise)
ij′

を推定するため，ILRMAを雑音サンプル x
(noise)
ij′ に

適用する．もう一方ではW
(mix)
i 及び y

(mix)
ij を推定

するため，ILRMAを観測信号 x
(mix)
ij に適用する．最

も重要な点は，雑音サンプルの音源に対する基底行
列 T n′ は二つの ILRMA間で共有されており，これ
らのモデルにおける全ての変数は同時に最適化され
ていることである．共有基底行列 T n′ は x

(noise)
ij′ 及

び x
(mix)
ij の両方で類似したスペクトルを表さなけれ

ばならないため，雑音サンプルのスペクトルパター
ンは T n′ によって捉えられ，基底行列 TN は結果的
に残った目的音源のスペクトルパターンを表現する．
BS-ILRMAのコスト関数は，二つの ILRMAのコ
ストの和として次のように定義される．

J =
1

N ′

{
N′∑

n′=1

∑
i,j′

[
|y(noise)

i,j′,n′ |2∑
l til,n′v

(noise)

lj′,n′

+log
∑
l

til,n′v
(noise)

lj′,n′

]

− 2J ′
∑
i

log | detW (noise)
i |

}

+
1

N

{
N∑

n=1

∑
i,j

[
|y(mix)

i,j,n |2∑
l til,nv

(mix)
lj,n

+log
∑
l

til,nv
(mix)
lj,n

]

+
∑
i,j

[
|y(mix)

i,j,N |2∑
l til,Nv

(mix)
lj,N

+log
∑
l

til,Nv
(mix)
lj,N

]

− 2J
∑
i

log | detW (mix)
i |

}
(16)

ここで，til,n′ 及び til,N はそれぞれ T n′ 及び TN の
要素，v

(noise)
lj,n′ 及び v

(mix)
lj,n はそれぞれ V

(noise)
n′ 及び

V (mix)
n の要素を表す．共有されないパラメータの更
新式は [1]と同じである．一方，共有基底 til,n′ に関
して式 (16)を直接最小化することは困難であるため，
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⋮ ⋮
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⋮
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L

⋮
⋮

⋮

⋮ ⋮

⋮ ⋮
Y (mix)

1
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⋮
|Y (mix)

1 |.2
<latexit sha1_base64="uZcfOerzFdggjL6hifzDRdJHxLw=">AAAC63ichVFNTxRBEH0MfgCKrHgh8bJxF4KXTS8SFU8ELx75WsCwy2amt4EO85We3mFhmD/A1YOJeoGEg/HiVa5c+AMm8hOMR0y8eLCmdwIhRK3JTFe/qlfzqsoJXRlpxs56rN4bN2/d7usfuHN38N5Q4f7wUhS0FRc1HriBWnHsSLjSFzUttStWQiVsz3HFsrP1Mosvx0JFMvAX9U4oGp694ct1yW1NULNQ3qvHgutAJa/TtboWHa28ZNyTncdpM6mme2tJZSJtFkqswowVrzvV3Ckht9mg8A11tBCAow0PAj40+S5sRPSsogqGkLAGEsIUedLEBVIMELdNWYIybEK36LtBt9Uc9eme1YwMm9NfXHoVMYsYZV/ZR3bOTtkn9p39/mutxNTItOzQ6XS5ImwO7Y8s/Povy6NTY/OS9U/NGut4brRK0h4aJOuCd/nx7tvzhRfzo8kYO2Q/SP8BO2Mn1IEf/+RHc2L+vamuDEdg23TsGQ0+zTihWEw4p6rdKWTTbRg86yxAx/iOmVPrQnsRZZQos0wMmrlZ8VRmTy8Wet1ZmqhUn1Qm5yZL0zP5svvwEI8wTpWeYRqvMIsaadnHZ3zBseVZb6x31oduqtWTcx7gillHfwB5eq1p</latexit>

⋮ ⋮

L ⋮

⋮

|Y (noise)
1 |.2

<latexit sha1_base64="kgghwTUdciFAPSrl7tQl9/Bpipw=">AAAC7XichVE7b9RAEP5iXiE8ckCDRHPikig0p70Q8aoiaCjz4JKg3OVkbyZhFdtrrfdMguM/gGgRBQgJJIQQHS10NPwBJPITEGWQaCgY71lBKALGsnf2m/nG38wESahSK8TukHfo8JGjx4aPj5w4eer0aO3M2cVU942kttShNsuBn1KoYmpbZUNaTgz5URDSUrB5q4wvZWRSpeM7djuhbuRvxGpdSd8y1KtN7HQyklab/G6x2rG0ZU2UT8ZapXSp6OWtYmc1b04VvVpDNIWz+kGnVTkNVDara1/QwRo0JPqIQIhh2Q/hI+VnBS0IJIx1kTNm2FMuTigwwtw+ZxFn+Ixu8neDbysVGvO9rJk6tuS/hPwaZtYxLj6LN2JPfBJvxVfx86+1clej1LLNZzDgUtIbfXh+4cd/WRGfFvd+s/6p2WId15xWxdoTh5RdyAE/e/Bkb+HG/Hg+IV6Kb6z/hdgVH7mDOPsuX83R/FNX3TgO4b7rOHIaYp5xzrGMcclVB1Mop9t1eNmZxpbzAzentX3tdYyhwZljzOCZuxVfL+3K/kIPOotTzdbl5vTcdGPmZrXsYVzARUxypauYwW3Mos1aHuEd3uODp73H3jPv+SDVG6o45/CHea9/AdPJrk0=</latexit>

Y (noise)
1

<latexit sha1_base64="rad0DTW0Ob8V9V/8pZwN+zShmAo=">AAAC5nichVE7b9RAEP5iXiE8coEGiYITl6DQnPZCFB5VBA1lXpcE5Y6TvZkkq9hea71nEqwraSjoUAoaQKJAackvSJM/gER+AqIMEg0F4z0rCEXAWPbOfjPf+JuZIAlVaoU4HPBOnT5z9tzg+aELFy9dHq6MXFlMdddIakodarMc+CmFKqamVTak5cSQHwUhLQWbj4r4UkYmVTpesNsJtSN/PVZrSvqWoU7lRisjabXJn/SetixtWRPl47FWKd3udfJGr1OpibpwVj3pNEqnhtJmdOULWliFhkQXEQgxLPshfKT8rKABgYSxNnLGDHvKxQk9DDG3y1nEGT6jm/xd59tKicZ8L2qmji35LyG/hplVjInP4qM4EgdiV3wVP/9aK3c1Ci3bfAZ9LiWd4ZfX5n/8lxXxabHxm/VPzRZruOe0KtaeOKToQvb52fOdo/kHc2P5LfFefGP978Sh2OcO4uy7/DBLc29cdeM4hGeu48hpiHnGOccyxiVX7U+hmG7b4UVnGlvOD9ycVo+1VzGKGmeOMoNn7lZ8v7Cp44WedBYn6o079cnZydr0w3LZg7iOmxjnSncxjceYQZO1vMAuPmHP2/Beea+9nX6qN1ByruIP897+AgKyq1k=</latexit>

X(noise)
M 0

<latexit sha1_base64="jQtDTSz8jnegw8XMAWZXgtJhd90=">AAAC53ichVE9b9RAEH0xHwkJkAMaJJoTl0BoTnsk4quKoKFBygeXnJQ7TvZmElaxvdZ6zyRY11LQ0AESVZAoELTJH0jDH0AiPwFRBomGgvGeFYQiYCx7Z9/MG7+ZCZJQpVaI/SHv2PETJ4dHTo2OnT5zdrxy7vxSqntGUlPqUJtW4KcUqpiaVtmQWokhPwpCWg427hXx5YxMqnT80G4l1In89VitKelbhrqVajsjabXJW/1HbUub1kT5VKxVStf63fzB1X63UhN14ax61GmUTg2lzenKF7SxCg2JHiIQYlj2Q/hI+VlBAwIJYx3kjBn2lIsT+hhlbo+ziDN8Rjf4u863lRKN+V7UTB1b8l9Cfg0zq5gUn8V7cSA+iQ/iq/j511q5q1Fo2eIzGHAp6Y4/v7j447+siE+Lx79Z/9RssYZbTqti7YlDii7kgJ89fXWweGdhMr8i3opvrH9b7Is97iDOvst387TwxlU3jkN44jqOnIaYZ5xzLGNcctXBFIrpdhxedKax6fzAzWn1UHsVE6hx5gQzeOZuxbcLu3G40KPO0vV6Y7o+Mz9Tm71bLnsEl3AZU1zpJmZxH3NospZn+Igd7HrKe+G99F4PUr2hknMBf5i3/QvSa6ul</latexit>

X(noise)
1

<latexit sha1_base64="iN+bFr68KJhw4VddL+zsgsr3A9M=">AAAC5nichVE7b9RAEP7i8AjhkUtokCg4cQkKzWmPRLyqCBrKvC45KXec7M0kWcX2Wus9k2BdSUNBh1LQABIFSgu/gIY/EIn8BEQZJBoKxntWEIqAseyd/Wa+8TczQRKq1ApxOOQNnzp95uzIudHzFy5eGquMT6ykumckNaUOtWkFfkqhiqlplQ2plRjyoyCk1WD7YRFfzcikSsfLdjehTuRvxmpDSd8y1K1ca2ckrTZ5q/+4bWnHmiifjrVK6Wa/mzf63UpN1IWz6kmnUTo1lDavK1/Qxjo0JHqIQIhh2Q/hI+VnDQ0IJIx1kDNm2FMuTuhjlLk9ziLO8Bnd5u8m39ZKNOZ7UTN1bMl/Cfk1zKxiShyI9+JIfBb74qv4+ddauatRaNnlMxhwKemOPb+y9OO/rIhPi63frH9qttjAXadVsfbEIUUXcsDPnu4dLd1fnMpviLfiG+t/Iw7FJ+4gzr7Ldwu0+MpVN45DeOI6jpyGmGeccyxjXHLVwRSK6XYcXnSmseP8wM1p/Vh7FZOoceYkM3jmbsX3Crt9vNCTzsqtemOmPrswW5t7UC57BFdxHdNc6Q7m8AjzaLKWZ9jHB3z0trwX3ktvb5DqDZWcy/jDvNe/AAA6q1g=</latexit>

X(mix)
1

<latexit sha1_base64="E4rlX32BpaGLp+5ByyMVsNddtvI=">AAAC5HichVFNTxRBEH2MX4Aoi15MjMnGBYOXTY8QUE8ELxz5cGETdtnM9PYuHeYrPb3j4mRP3gg3YzyYkGjigXjTn+DFP2AiP8FwhISLB2p6JxBC1JrMdPWrejWvqtzIk7Fm7GDAunL12vUbg0PDN0du3R4tjN1ZjcOO4qLCQy9UVdeJhScDUdFSe6IaKeH4rifW3K0XWXwtESqWYfBSb0ei7jvtQLYkdzRBjcKDWiK4DlVa7W3UtOhq5aeTvuw+7jVSu9colFiZGSteduzcKSG3xbDwCzU0EYKjAx8CATT5HhzE9KzDBkNEWB0pYYo8aeICPQwTt0NZgjIcQrfo26bbeo4GdM9qxobN6S8evYqYRUywn2yfHbEf7Av7zf78tVZqamRatul0+1wRNUZ37q2c/Jfl06mxec76p2aNFp4arZK0RwbJuuB9fvL6/dHK8+WJ9BH7xA5J/0d2wL5TB0FyzD8vieUPproyHIFXpmPfaAhoxinFEsI5Ve1PIZtu3eBZZyG6xnfNnJpn2osYR4kyx4lBMzcrfpbZzNlCLzurT8r2VHl6abo0N58vexD38RCTVGkWc1jAIiqk5Q328RXfrJa1a7213vVTrYGccxcXzNo7BavSqnQ=</latexit>

X(mix)
M 0

<latexit sha1_base64="Nq8JrhmCUUah+tcNW8u0fgSpoyQ=">AAAC5XichVFLTxRBEP4YXwgiq1xMSMyG5XnZ9CpR8UTg4sWE18Im7LqZaZqlw7zS0zsuTvbmyYQbwYMHIwkH8Kj/wIt/wAR+AuGIiRcP1vROMIQoNZnp6q/qq/mqygldGWnGjrusa9dv3LzVfbun907f3f7cvfvLUdBUXJR54Aaq4tiRcKUvylpqV1RCJWzPccWKszmbxldioSIZ+Et6KxQ1z274cl1yWxNUzz2sxoLrQCWV9quqFi2tvGTck62Jdj15Odau5wqsyIzlLzulzCkgs7kgd4Qq1hCAowkPAj40+S5sRPSsogSGkLAaEsIUedLEBdroIW6TsgRl2IRu0rdBt9UM9eme1owMm9NfXHoVMfMYYT/YATtj39lndsJ+/7NWYmqkWrbodDpcEdb73z1Y/HUly6NTY+Mv67+aNdbxzGiVpD00SNoF7/DjN+/PFp8vjCSjbI+dkv5P7Jh9ow78+CffnxcLH0x1ZTgCr03HntHg04wTisWEc6ramUI63ZrB084CtIzvmDmtnWvPYxgFyhwmBs3crHgqtSfnC73sLD8qlh4XJ+cnC9Mz2bK7MYghjFOlp5jGC8yhTFre4hBf8NVqWNvWjrXbSbW6Ms4ALpj18Q99PqrB</latexit>

X(mix)
M

<latexit sha1_base64="gzDmxJiXWNiQch08PzT9IWLD9Cc=">AAAC5HichVFNTxRBEH0MoIgoi1xMDMmGBYOXTa8SRE8EL1xI+HBhE3bdzDS92GG+0tM7Lkz25I1wI8YDCQkkHAg3/Qlc/AMm8hOMR0y4cLCmd4IxRK3JTFe/qlfzqsoJXRlpxs67rO6e3lu3++703x24d38wN/RgJQqaiosyD9xAVRw7Eq70RVlL7YpKqITtOa5YdTZfpfHVWKhIBv5rvRWKmmdv+LIhua0JqudGqrHgOlBJpf2mqkVLKy+Z8GTrSbuezLfruQIrMmP5m04pcwrIbCHIfUMV6wjA0YQHAR+afBc2InrWUAJDSFgNCWGKPGniAm30E7dJWYIybEI36btBt7UM9eme1owMm9NfXHoVMfMYZ1/ZCbtgX9gp+86u/lorMTVSLVt0Oh2uCOuDOw+XL//L8ujUePub9U/NGg1MG62StIcGSbvgHX68/fFi+eXSePKYHbEfpP+QnbMz6sCPf/LjRbG0b6orwxF4Zzr2jAafZpxQLCacU9XOFNLp1gyedhagZXzHzGn9WnseYyhQ5hgxaOZmxS9Sm7pe6E1n5Wmx9Kw4uThZmJnNlt2HRxjFBFV6jhnMYQFl0vIeJ/iEz1bD2rX2rA+dVKsr4wzjD7MOfgHupqqQ</latexit>

W (mix)
I

<latexit sha1_base64="9sky0l9oKYWRy0BvIUbl1hTzYLM=">AAAC5HichVFLSxxBEP4c8zAa42ougRBYXBVzWXoT8ZGTmEty87Wu4K7LTNtrGudFT++4ZthTbuJNQg6BgEIOklvyE7z4B4T4E0KOBnLJwZreQRFJUsNMV39VX81XVU7oykgzdtZldd+6feduz73evvv9DwZyg0MrUdBUXJR54AZq1bEj4UpflLXUrlgNlbA9xxUVZ+tlGq/EQkUy8Jf1Tihqnr3py4bktiaonntSjQXXgUoq7fWqFi2tvGTck62n7Xryul3PFViRGcvfdEqZU0Bm80HuO6rYQACOJjwI+NDku7AR0bOGEhhCwmpICFPkSRMXaKOXuE3KEpRhE7pF3026rWWoT/e0ZmTYnP7i0quImccoO2VH7JydsC/sB/vz11qJqZFq2aHT6XBFWB/YfbT0+78sj06NN1esf2rWaGDaaJWkPTRI2gXv8OO3H86XXiyOJmPskP0k/QfsjB1TB378i39eEIsfTXVlOALbpmPPaPBpxgnFYsI5Ve1MIZ1uzeBpZwFaxnfMnDYutecxggJljhCDZm5WPJPa5OVCbzorz4ql58WJhYnC7Fy27B48xjDGqdIUZvEK8yiTlnc4wld8sxrWnrVvve+kWl0Z5yGumfXpAuKkqos=</latexit>

W (mix)
1

<latexit sha1_base64="30dFeAEf61oiy+5evuIfQDWXARo=">AAAC5HichVFNTxRBEH2MooAoi15MjMnGBYOXTY8QUE8ELxz5cFkSdtnM9PYuHeYrPb3j4mRP3gg3YzyYkGjigXjTn+DFP2AiP8F4xIQLB2p6JxBC1JrMdPWrejWvqtzIk7Fm7HDAunJ18Nr1oeGRG6M3b40Vxm+vxWFHcVHhoReqddeJhScDUdFSe2I9UsLxXU9U3e3nWbyaCBXLMHihdyJR9512IFuSO5qgRuF+LRFchyqt9jZrWnS18tMpX3Yf9Rqp3WsUSqzMjBUvO3bulJDbUlj4iRqaCMHRgQ+BAJp8Dw5iejZggyEirI6UMEWeNHGBHkaI26EsQRkOodv0bdNtI0cDumc1Y8Pm9BePXkXMIibZD3bAjth39pn9Yid/rZWaGpmWHTrdPldEjbHdu6vH/2X5dGpsnbP+qVmjhSdGqyTtkUGyLnifn7x6d7T6bGUyfcg+st+k/wM7ZN+ogyD5wz8ti5X3proyHIGXpmPfaAhoxinFEsI5Ve1PIZtu3eBZZyG6xnfNnJpn2ouYQIkyJ4hBMzcrfprZ7NlCLztrj8v2dHlmeaY0v5Avewj38ABTVGkO81jEEiqk5TUO8AVfrZa1Z72x3vZTrYGccwcXzNo/BalcqnM=</latexit>

W (noise)
1

<latexit sha1_base64="2V6FHCeIQ6+zreqHk8v4IdKSAOE=">AAAC5nichVE7b9RAEP7i8AjhkUtokCg4cQkKzWmPRLyqCBrKvC4XKXec7M0kWcX2Wus9k2BdSUNBh1LQABIFSgu/gIY/EIn8BEQZJBoKxntWEIqAseyd/Wa+8TczQRKq1ApxOOQNnzp95uzIudHzFy5eGquMT6ykumckNaUOtVkN/JRCFVPTKhvSamLIj4KQWsH2wyLeysikSsfLdjehTuRvxmpDSd8y1K1ca2ckrTZ5q/+4bWnHmiifjrVK6Wa/mzf63UpN1IWz6kmnUTo1lDavK1/Qxjo0JHqIQIhh2Q/hI+VnDQ0IJIx1kDNm2FMuTuhjlLk9ziLO8Bnd5u8m39ZKNOZ7UTN1bMl/Cfk1zKxiShyI9+JIfBb74qv4+ddauatRaNnlMxhwKemOPb+y9OO/rIhPi63frH9qttjAXadVsfbEIUUXcsDPnu4dLd1fnMpviLfiG+t/Iw7FJ+4gzr7Ldwu0+MpVN45DeOI6jpyGmGeccyxjXHLVwRSK6XYcXnSmseP8wM1p/Vh7FZOoceYkM3jmbsX3Crt9vNCTzsqtemOmPrswW5t7UC57BFdxHdNc6Q7m8AjzaLKWZ9jHB3z0trwX3ktvb5DqDZWcy/jDvNe/AP2zq1c=</latexit>

W (noise)
I

<latexit sha1_base64="1L9VU7APAmL+MUqCmSPjXMNKGA0=">AAAC5nichVE9b9RAEH0xXyF85AgNEgUnLkGhOe2FiBCqCBro8sHlIuWOk72ZJKvYXmu95yRYV9JQ0KEUNIBEgdLCL6DhDyCRn4Aog0RDwXjPCkIRMJa9s2/mjd/MBEmoUivEwZB34uSp02eGz46cO3/h4mjl0thyqntGUlPqUJuVwE8pVDE1rbIhrSSG/CgIqRVs3S/irYxMqnT8yO4m1In8jVitK+lbhrqVa+2MpNUmb/Ufty3tWBPlk7FWKd3sd/OH/W6lJurCWfW40yidGkqb15UvaGMNGhI9RCDEsOyH8JHys4oGBBLGOsgZM+wpFyf0McLcHmcRZ/iMbvF3g2+rJRrzvaiZOrbkv4T8GmZWMSE+i3fiUHwS++Kr+PnXWrmrUWjZ5TMYcCnpjj67svTjv6yIT4vN36x/arZYxx2nVbH2xCFFF3LAz57sHS7dXZzIb4g34hvrfy0OxEfuIM6+y7cLtPjSVTeOQ9h2HUdOQ8wzzjmWMS656mAKxXQ7Di8609hxfuDmtHakvYpx1DhznBk8c7fi2cJuHy30uLM8VW/cqk8vTNfm7pXLHsZVXMckV5rBHB5gHk3W8hT7eI8P3qb33Hvh7Q1SvaGScxl/mPfqFzcKq28=</latexit>

Y (noise)
N 0

<latexit sha1_base64="sGtEJEoQ0t22P3Y1JypOC8r3akk=">AAAC53ichVE7b9RAEP7i8AjhkSM0SDQnLoHQnPYg4lVF0FChPLgkKHc52ZtJsorttdZ7JsG6loKGDpCogkSBSBv+AA1/AIn8BEQZJBoKxntWUBQBY9k7+818429mgiRUqRVib8AbPHb8xMmhU8Onz5w9N1I5Pzqf6q6R1JQ61GYx8FMKVUxNq2xIi4khPwpCWgg27hfxhYxMqnT8yG4l1I78tVitKulbhjqVaisjabXJH/eWW5Y2rYnyiVirlK71OvnDq71OpSbqwln1qNMonRpKm9aVr2hhBRoSXUQgxLDsh/CR8rOEBgQSxtrIGTPsKRcn9DDM3C5nEWf4jG7wd41vSyUa872omTq25L+E/BpmVjEuvoj3Yl98Fh/EN/Hrr7VyV6PQssVn0OdS0hl5fnHu539ZEZ8W639Y/9RssYrbTqti7YlDii5kn589fbU/d3d2PL8i3orvrH9b7IlP3EGc/ZDvZmj2jatuHIfwxHUcOQ0xzzjnWMa45Kr9KRTTbTu86Exj0/mBm9PKgfYqxlDjzDFm8Mzdiu8UdvNgoUed+ev1xo365MxkbepeuewhXMJlTHClW5jCA0yjyVqeYQe7+Ogp74X30nvdT/UGSs4FHDJv+zfXSKun</latexit>

|Y (noise)
N 0 |.2

<latexit sha1_base64="FOXvN1mQ3zph3kr19QY+cFa3KUw=">AAAC7nichVFNTxRBEH0MfiB+sODFhMvGBcHLpheIoieCF06GDxcw7LKZaRrsMDM96ekdwGH+AIlXOBhjNDHRePSqJy/+ARP5CYYjJF48WNM7wRii1mSmq1/Vq3lV5UW+jA1jh11O97nzFy72XOq9fOXqtb5S/8BirNqaizpXvtLLnhsLX4aibqTxxXKkhRt4vljyNh/k8aVE6Fiq8JHZiUQzcDdCuS65awhqlUZ2G4ngRun0cbbaMGLb6CAdDZWMxe2slT4cyXZX0+pY1ipVWJVZK591aoVTQWGzqvQNDaxBgaONAAIhDPk+XMT0rKAGhoiwJlLCNHnSxgUy9BK3TVmCMlxCN+m7QbeVAg3pnteMLZvTX3x6NTHLGGZf2Tt2zL6w9+w7+/nXWqmtkWvZodPrcEXU6tu7sfDjv6yAToMnv1n/1GywjkmrVZL2yCJ5F7zDT54eHC/cnx9Ob7HX7Ij0v2KH7DN1ECYn/M2cmH9uq2vLEdiyHQdWQ0gzTimWEM6pamcK+XSbFs87U9i2vmfntHaqvYwhVChziBg0c7vie7ndOV3oWWdxrFobr07MTVSmpotl92AQNzFKle5iCjOYRZ20PMMHfMQnJ3L2nRfOy06q01VwruMPc97+AqqQrps=</latexit>

|Y (mix)
N 0 |.2

<latexit sha1_base64="6Kj/QYlEWotFeSyTcoZ81ElOYFw=">AAAC7HichVFLTxRBEP4YFRARVr2YeNm4LI/LpheJrxPRiyfDw+URdtnMNA10mFd6esfFYf6AXk08EA+aaGI8ccWjF/+AifwEwxETLhyo6Z1gCAFqMtPVX9VX81WVE7oy0oztdVlXrl7r7um93nej/+bAYOHW7bkoaCkuajxwA7Xg2JFwpS9qWmpXLIRK2J7jinln43kWn4+FimTgv9KboWh49povVyW3NUHNQnmrHguuA5Uspst1LdpaecmoJ9tjaTN5OZJuLSeV8bRZKLEKM1Y861Rzp4TcpoLCH9SxggAcLXgQ8KHJd2EjomcJVTCEhDWQEKbIkyYukKKPuC3KEpRhE7pB3zW6LeWoT/esZmTYnP7i0quIWUSZ/Wbf2AH7xb6zv+zo3FqJqZFp2aTT6XBF2Bx8e3f28FKWR6fG+n/WhZo1VvHYaJWkPTRI1gXv8OM3Hw5mn86Uk2H2me2T/k9sj/2kDvz4H/8yLWa2TXVlOAKvTcee0eDTjBOKxYRzqtqZQjbdhsGzzgK0je+YOa2caC9iCCXKHCIGzdys+ElmD08WetaZG69UH1QmpidKk8/yZffiHu5jlCo9wiReYAo10vIOO9jFD8u33lvb1sdOqtWVc+7glFlfjwFPba23</latexit>

|Y (mix)
N |.2

<latexit sha1_base64="Ayw4es4+6D747Fi7fCxBfbMK/Hk=">AAAC63ichVFNTxRBEH0MKgt+sOiFxMvGXQxeNr24AfFE4OLJ8OEChl02M02DHeYrPb3j4uz8gb16MFEvmnAwXrzq1Qt/gER+gvGIiRcP1vROMIaoNZnp6lf1al5VOaErI83YyZA1fOHipZHC6NjlK1evjRcnrq9HQUdx0eCBG6hNx46EK33R0FK7YjNUwvYcV2w4+0tZfCMWKpKB/0gfhKLl2Xu+3JXc1gS1i5VeMxZcByp5nG43tehq5SXTnuzeSdvJw7S3nVRn0naxzKrMWOm8U8udMnJbDopf0MQOAnB04EHAhybfhY2Ini3UwBAS1kJCmCJPmrhAijHidihLUIZN6D599+i2laM+3bOakWFz+otLryJmCVPsmL1jp+yIvWdf2c+/1kpMjUzLAZ3OgCvC9nh/cu3Hf1kenRpPfrP+qVljF/eMVknaQ4NkXfABP3724nTt/upUcpu9Zd9I/xt2wj5TB378nR+uiNVXproyHIGnpmPPaPBpxgnFYsI5VR1MIZtuy+BZZwG6xnfMnHbOtJdQQZkyK8SgmZsVz2c2e7bQ8876TLV2t1pfqZcXFvNlF3ATtzBNleawgAdYRoO09PEBH/HJ8qzn1kvr9SDVGso5N/CHWYe/AL9frYY=</latexit>

Y (mix)
N

<latexit sha1_base64="OIRrp/EJ0zGH3KXBShhufcucMD0=">AAAC5HichVFNTxRBEH2MiogKi1xMjMmGBYOXTa8QPjwRvXAyfC1g2GUz09sLHeYrPb3D4mRP3ow3QjiYmGjigXiTn+CFP2AiP8F4hISLB2t6JxhCwJrMdPWrejWvqpzQlZFm7LjLunHzVvftnju9d+/d7+vPDTxYjoKm4qLMAzdQq44dCVf6oqyldsVqqITtOa5YcbZepvGVWKhIBv6S3glF1bM3fNmQ3NYE1XKPK7HgOlDJ6/Z6RYuWVl4y6snW03YtedWu5QqsyIzlLzulzCkgs7kg9xMV1BGAowkPAj40+S5sRPSsoQSGkLAqEsIUedLEBdroJW6TsgRl2IRu0XeDbmsZ6tM9rRkZNqe/uPQqYuYxwn6wA3bCjthX9ov9ubJWYmqkWnbodDpcEdb63z1cPPsvy6NTY/Mf61rNGg1MGa2StIcGSbvgHX78Zv9k8fnCSPKEfWa/Sf8ndsy+Uwd+fMq/zIuFD6a6MhyBbdOxZzT4NOOEYjHhnKp2ppBOt2rwtLMALeM7Zk71c+15DKNAmcPEoJmbFU+nNnG+0MvO8rNiaaw4Pj9emHmRLbsHjzCEUao0iRnMYg5l0vIWB/iGQ6thvbd2rb1OqtWVcQZxwayPfwHzf6qS</latexit>

Y (mix)
N 0

<latexit sha1_base64="E9La2cc2eP5CLKa8hH5iJeBEb9A=">AAAC5XichVFNTxRBEH2MqIAoi15ISMjGBcTLpleIiieCF0+GD5ePsMtmprdZO8xXenqHxcnePJlwI3rwYDTxoB71H3jxD5DATyAeMfHiwZreCYQQoCYzXf2qXs2rKid0ZaQZO+iyrnRfvXa9p7fvRv/NWwO5wdtLUdBUXJR54AZqxbEj4UpflLXUrlgJlbA9xxXLzubTNL4cCxXJwH+ht0NR9eyGLzcktzVBtdxIJRZcBypZba9XtGhp5SUTnmzdb9eS5/fatVyBFZmx/FmnlDkFZDYX5PZRQR0BOJrwIOBDk+/CRkTPGkpgCAmrIiFMkSdNXKCNPuI2KUtQhk3oJn0bdFvLUJ/uac3IsDn9xaVXETOPMbbHvrAj9ot9Y4fs37m1ElMj1bJNp9PhirA28GZo8e+lLI9OjZcnrAs1a2zgsdEqSXtokLQL3uHHr94dLT5ZGEvG2Sf2m/R/ZAfsJ3Xgx3/453mx8N5UV4YjsGU69owGn2acUCwmnFPVzhTS6VYNnnYWoGV8x8ypfqw9j1EUKHOUGDRzs+Lp1B4eL/Sss/SgWJosTs1PFWZms2X3YBh3MUGVHmEGzzCHMml5ja/4jh9Ww9qxdq23nVSrK+PcwSmzPvwHghmqww==</latexit>

T n0
<latexit sha1_base64="G3FZgZWPVcGl6B4aovBr0oSnJGw=">AAAC1nichVFNT9RQFD0URARkBt2YuJk4oK6aO9DIx4roxiVfA5PAZNI+HtDQr7RvKtCMO0Liyp0LVhpZEH+GG/8ACfwE4hITNy64fVMxhKi3ad99595ze+69TuS5iSI67zF6++703x24Nzg0fH+kVB59sJKE7VjIugi9MG44diI9N5B15SpPNqJY2r7jyVVn51UeX01lnLhhsKz2Itn07a3A3XSFrRhqlUvrqRQqjLPlTisLnnVa5WrNJG0VMiesacuaYadAfoeqKGw+LJ9hHRsIIdCGD4kAin0PNhJ+1lADIWKsiYyxmD1XxyU6GGRum7MkZ9iM7vB3i29rBRrwPa+ZaLbgv3j8xsysYJxO6YQu6Rt9oQv69ddama6Ra9nj0+lyZdQqvXu09PO/LJ9Phe0/rH9qVtjEtNbqsvZII3kXostP9z9cLs0ujmdP6RN9Z/0f6Zy+cgdB+kMcL8jFI1091hyJN7pjX2sIeMYZx1LGBVftTiGfblPjeWchdrXv6DltXGuvYAxVzhxjBs+cV0zmTG4vrhd621mZMGuTprVgVedeFssewGM8wXOuNIU5vMY86nrrR/iMY6NhvDUOjMNuqtFTcB7ihhnvrwAXH6Rz</latexit>

T n0
<latexit sha1_base64="G3FZgZWPVcGl6B4aovBr0oSnJGw=">AAAC1nichVFNT9RQFD0URARkBt2YuJk4oK6aO9DIx4roxiVfA5PAZNI+HtDQr7RvKtCMO0Liyp0LVhpZEH+GG/8ACfwE4hITNy64fVMxhKi3ad99595ze+69TuS5iSI67zF6++703x24Nzg0fH+kVB59sJKE7VjIugi9MG44diI9N5B15SpPNqJY2r7jyVVn51UeX01lnLhhsKz2Itn07a3A3XSFrRhqlUvrqRQqjLPlTisLnnVa5WrNJG0VMiesacuaYadAfoeqKGw+LJ9hHRsIIdCGD4kAin0PNhJ+1lADIWKsiYyxmD1XxyU6GGRum7MkZ9iM7vB3i29rBRrwPa+ZaLbgv3j8xsysYJxO6YQu6Rt9oQv69ddama6Ra9nj0+lyZdQqvXu09PO/LJ9Phe0/rH9qVtjEtNbqsvZII3kXostP9z9cLs0ujmdP6RN9Z/0f6Zy+cgdB+kMcL8jFI1091hyJN7pjX2sIeMYZx1LGBVftTiGfblPjeWchdrXv6DltXGuvYAxVzhxjBs+cV0zmTG4vrhd621mZMGuTprVgVedeFssewGM8wXOuNIU5vMY86nrrR/iMY6NhvDUOjMNuqtFTcB7ihhnvrwAXH6Rz</latexit>

TN
<latexit sha1_base64="00EkY3MnlgI05jxCVjjinxyGyGY=">AAAC03ichVE9TxtBEH2+BEL4spM0kdJYGBCVtU5QPqhQ0qSKsMGABMa6WxY4+b60tz4wJzeIKlLqRKKyJYqIn0HDH0CCn4AoQUqTgrn1CYQQyZzudvbNvLk3M1bg2KFi7DxjPHna1/9s4Png0PDIaDb34uVi6DclF1XuO75ctsxQOLYnqspWjlgOpDBdyxFLVuNLEl+KhAxt31tQrUDUXHPTszdsbiqC1lYjwZUv44V2Pf7WrucKrMi05R86pdQpILU5P3eGVazDB0cTLgQ8KPIdmAjpWUEJDAFhNcSESfJsHRdoY5C4TcoSlGES2qDvJt1WUtSje1Iz1GxOf3HolcTMY4Kdst/sip2wI3bB/j5aK9Y1Ei0tOq0eVwT17PfX83/+y3LpVNi6Y/1Ts8IGPmqtNmkPNJJ0wXv8aPfn1fxMZSKeZF12Sfo77JwdUwdedM0Py6JyoKtLzRHY1h27WoNHM44pFhHOqWpvCsl0axpPOvOxo31Lz2n9Vnse4yhQ5jgxaOZ6xZ8Se3+70IfO4tti6V1xujxdmP2cLnsAbzCGKar0AbP4ijlUSYvEL3TQNapGbOwZ+71UI5NyXuGeGT9uAGWIo9E=</latexit>

V (mix)
n

<latexit sha1_base64="UaENbapslqa/JJRD/V+yu0C5vEk=">AAAC5HichVFNTxRBEH0MooAoK1xMDMnGBYOXTa8SPjwRvHDkw11I2GUz0/RCh/lKT++wONmTN8LNGA8mJJh4IN7gJ3DhD5jITzAeMeHCgZreCcYQtSYzXf2qXs2rKid0ZaQZO++yuu/03L3X29d/f+DBw8Hco6FKFDQVF2UeuIFadexIuNIXZS21K1ZDJWzPccWKs/06ja/EQkUy8N/o3VDUPHvTlw3JbU1QPTdSjQXXgUoq7fWqFi2tvGTck63n7Xrit+u5AisyY/nbTilzCshsIch9RxUbCMDRhAcBH5p8FzYietZQAkNIWA0JYYo8aeICbfQTt0lZgjJsQrfpu0m3tQz16Z7WjAyb019cehUx8xhj39gRu2Bn7Cv7wa7+WisxNVItu3Q6Ha4I64N7j5cv/8vy6NTY+s36p2aNBqaNVknaQ4OkXfAOP3778WL51dJY8ox9Zj9J/yE7Z6fUgR//4l8WxdInU10ZjsCO6dgzGnyacUKxmHBOVTtTSKdbM3jaWYCW8R0zp40b7XmMokCZo8SgmZsVz6Q2ebPQ207lRbH0sjixOFGYncuW3YsneIpxqjSFWcxjAWXS8g5HOMaJ1bD2rffWh06q1ZVxhvGHWQfXOIyqrw==</latexit>

V (noise)
n0

<latexit sha1_base64="0AMSupYIsXZzd1JfMbpQDEOVg0U=">AAAC53ichVFNTxRBEH2MX4AfrHoh4bJxQfGy6VUC6onIhSMf7kLCrpuZpoEOM92Tnt4RnOyVAxdvauIJEg9Gr/AHvPgHSOAnGI+YePFgTe8EY4hak5muflWv5lVVEIcysYyd9HkXLl66fKV/YPDqtes3hko3bzUS3TFc1LkOtVkO/ESEUom6lTYUy7ERfhSEYinYnMnjS6kwidTqmd2ORSvy15Vck9y3BLVL5WYquNUma3SfN63YsibKxpWWibjfbWfqXrddqrAqc1Y+79QKp4LC5nTpGE2sQoOjgwgCCpb8ED4SelZQA0NMWAsZYYY86eICXQwSt0NZgjJ8Qjfpu063lQJVdM9rJo7N6S8hvYaYZYyxI/aBnbIv7CP7yn7+tVbmauRatukMelwRt4d2hxd//JcV0Wmx8Zv1T80Wa3jktErSHjsk74L3+OnLN6eLTxbGsrtsn30j/XvshH2mDlT6nb+fFwvvXHXjOAIvXMeR06BoxhnFUsI5Ve1NIZ9uy+F5Zxpbzg/cnFbPtJcxigpljhKDZu5W/Di3ybOFnncaD6q1h9WJ+YnK9NNi2f0YwR2MU6UpTGMWc6iTlh18wgEOPem98l57b3upXl/BuY0/zNv7BRxsq8Q=</latexit>

M = N
<latexit sha1_base64="SPoTmrcfC9mhnzebbAxnGAAGM6E=">AAACyHichVFLLwNRFP6MV9WjxUZi02iJVXNL45VIhI1ICKoloZGZcdWk88rMtFRjYymx1YUViYX4GTb+gISfIJYkNhbO3E6ICM5k5p77nfOd+c45iq1rrsfYY4PU2NTc0hpqC7d3dHZFot09OdcqOSrPqpZuORuK7HJdM3nW0zydb9gOlw1F5+tKcc6Pr5e542qWueZVbJ435IKp7Wqq7BGUWZxe2o7GWZIJi/10UoETR2DLVvQBW9iBBRUlGOAw4ZGvQ4ZLzyZSYLAJy6NKmEOeJuIcRwgTt0RZnDJkQov0LdBtM0BNuvs1XcFW6S86vQ4xYxhk9+yavbA7dsOe2Puvtaqihq+lQqdS53J7O3LSl3n7l2XQ6WHvi/WnZg+7mBBaNdJuC8TvQq3zy4e1l8zU6mB1iF2yZ9J/wR7ZLXVgll/VqxW+ei6qO4LDsS86NoQGk2ZcpViZcJWq1qfgTzcvcL8zCwfCV8Scdj61x5BAnDITxKCZixVP+jb2udCfTm4kmRpNplfS8ZnZYNkh9GMAw1RpHDOYxzKypKWAU5yhJi1ItrQvVeqpUkPA6cU3k44/AKKfnls=</latexit>

N=N 0+1
<latexit sha1_base64="vaXRcQuGvqpYucdhkav40e5rMro=">AAAC03ichVG7SsRQED3G93vVRrDZdX2BsNxV8QXCoo2V+FoVzCpJvGowL5Ls6hpsxEqwVrBSsBA/w8YfEPQTxFLBxsLJ3aCIqBOSO/fMnMmZGdUxdM9n7LFMKq+orKquqa2rb2hsao61tC55dt7VeFazDdtdURWPG7rFs77uG3zFcbliqgZfVnemwvhygbuebluLftHhOVPZsvRNXVN8gtZm5MSEnJjplRP9ciK9HkuyFBMW/+mkIyeJyGbt2ANkbMCGhjxMcFjwyTegwKNnFWkwOITlEBDmkqeLOMcB6oibpyxOGQqhO/TdottqhFp0D2t6gq3RXwx6XWLG0c3u2TV7YXfshj2x919rBaJGqKVIp1ricme9+bh94e1flkmnj+0v1p+afWxiVGjVSbsjkLALrcQv7J++LIzPdwc97JI9k/4L9shuqQOr8KpdzfH5c1HdFRyOXdGxKTRYNOOAYgXCNapamkI43ZzAw85s7AlfFXPa+NQeRxeSlNlFDJq5WPFYaMOfC/3pLA2k0oOpobmhZGYyWnYNOtCJPqo0ggymMYssaXFxhgtcSlkpkA6lo1KqVBZx2vDNpJMPOy2hQQ==</latexit>

N 0
<latexit sha1_base64="STvE2NMKQuKNCDuWuE2M+VrkDDg=">AAACx3ichVFLLwNRFP46XlWvYiOxadRr1dzSeK2EDRuhFAmNzExvmXRemZmO0ljYii0WViQW4mfY+AMSfoJYkthYOHM7ISI4k5l77nfOd+Y75yi2rrkeY48Rqa6+obEp2hxraW1r74h3dq26VtlReU61dMtZV2SX65rJc57m6XzddrhsKDpfU0qzQXzN546rWeaKt2fzvCFvm1pRU2WPoOzC0FY8yVJMWOKnkw6dJEJbtOIP2EQBFlSUYYDDhEe+DhkuPRtIg8EmLI8qYQ55mohzHCBG3DJlccqQCS3Rd5tuGyFq0j2o6Qq2Sn/R6XWImcAAu2fX7IXdsRv2xN5/rVUVNQIte3QqNS63tzqOepbf/mUZdHrY+WL9qdlDERNCq0babYEEXag1vr9/9rI8lR2oDrJL9kz6L9gju6UOTP9VvVri2XNR3REcjl3RsSE0mDTjKsV8wlWqWptCMN28wIPOLFSEr4g5FT61J9CPJGX2E4NmLlY8GdjY50J/OqsjqfRoKrOUSU7PhMuOohd9GKZK45jGHBaRIy1FHOMEp9K8ZEm+VKmlSpGQ041vJh1+AJBdne4=</latexit>

N
<latexit sha1_base64="0eS7kwl1cTM/KHQstzbK2uM3Nwg=">AAACxnichVG7SgNRED1Z3++ojWATjIpVuFHxVYk2VmISEwUNYXe9iYv7Yh/xEQRrbRULKwUL8TNs/AHBfIJYRrCxcPZmUSSos+zeuWfmzJ6ZUWxdcz3GqhGpqbmlta29o7Oru6e3L9o/kHMt31F5VrV0y9lUZJfrmsmznubpfNN2uGwoOt9Q9paD+EaZO65mmeveoc3zhlwytaKmyh5BqdVCNM4STFis0UmGThyhrVnRZ2xjBxZU+DDAYcIjX4cMl54tJMFgE5ZHhTCHPE3EOY7RSVyfsjhlyITu0bdEt60QNeke1HQFW6W/6PQ6xIxhjD2xO1Zjj+yevbCPX2tVRI1AyyGdSp3L7ULf6VDm/V+WQaeH3W/Wn5o9FDEntGqk3RZI0IVa55ePLmuZhfRYZZzdsFfSf82q7IE6MMtv6m2Kp69EdUdwOPZFx4bQYNKMKxQrE65S1foUgunmBR50ZuFA+IqY086X9hhGEafMUWLQzMWK5wOb+Vpoo5ObTCSnEtOp6fjiUrjsdgxjBBNUaRaLWMEasqSF4wznuJBWJFPypf16qhQJOYP4YdLJJw1fnb0=</latexit>

Fig. 1 Overview of BS-ILRMA, where upper and
lower models are simultaneously optimized.

補助関数法に基づき補助関数を設計し，これを最小
化することで局所最適解を得る [2]．
BS-ILRMAはロボットのエゴノイズと目的音源を

分離するタスクにおいて，有効な手法であることが明
らかにされている [2]．ランク制約付き SCM推定法
は目的音方位の雑音を抑圧するため，処理の前段と
して ILRMAによって空間パラメータを推定する．本
研究では，ランク制約付き SCM推定法の前段部分に
BS-ILRMAを適用した手法を提案する．BS-ILRMA
は ILRMAと同様に線形フィルタであるが，ILRMA
に比べて高い性能が期待できるため，ランク制約付
き SCM推定法の前処理として BS-ILRMAを用いて
空間パラメータを推定することで，さらに高品質な
音声抽出処理が行えると考えられる．

4 評価実験

4.1 BS-ILRMAの性能評価

本研究の目的は分散マイクロホンアレー補聴器シス
テムで収録したデータに対して，ランク制約付きSCM
推定法の初期化方法にBS-ILRMA を用いた場合の分
離性能を評価することである．そこでまず，分散マイ
クロホンアレー補聴器システムに対する BS-ILRMA
の有効性を確認する．分散マイクロホンアレー補聴器
システムで収録したデータに対して，通常の ILRMA，
雑音サンプルを用いて事前に基底を学習して分離を
行う SS-ILRMA，及び基底共有により雑音学習用と
分離用のモデルを同時に最適化するBS-ILRMAを比
較した．残響時間 300 msの室内に，片耳に 3つ，ス
マートフォンに 2つ，計 8つのマイクロホンを装備
したダミーヘッドを置き，収録したインパンルス応
答と拡散性雑音を用いて評価した [6]．ダミーヘッド
から目的音源までの距離を 75 cm，100 cm，150 cm，
また正面方位を 0◦，左側をマイナスとして，角度を
−20◦，0◦，20◦に変更して収録した．音声データベー
ス JNAS [9]の女声データ 1 文に収録したインパルス
応答を 16 kHzにダウンサンプリングし畳み込んだも
のを目的信号とした．目的音声が発話される直前の 2
秒間に雑音区間を設け，この 2秒の雑音区間を学習に
用いた．STFTにおいて窓長 64 msのハミング窓を
32 msシフトで用いた．実験するにあたり，入力 SNR
は −10 dB, −5 dB, 0 dBの 3通りを用い，ILRMA，
SS-ILRMA，BS-ILRMAの基底数は 10，更新回数は
それぞれ 50 回とした．主成分分析を用いて観測信号
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Fig. 2 Average SDR improvements under each in-
put SNR condition.

の白色化を行い，分離行列の初期化方法は単位行列と
した．基底行列とアクティベーション行列は一様乱数
により初期化した．SS-ILRMAについては雑音の事
前学習として，基底を 50回更新したものを使用した．
異なる乱数初期値で 10 回試行した．以上の条件で，
評価尺度として source-to-distortion ratio (SDR)改
善量 [10] を用いて，右耳外耳道付近のマイクロホン
での各角度及び異なる乱数初期値での結果を平均し
て比較した．
結果を Fig. 2 に示す．ほぼ全ての場合において，

BS-ILRMA が通常の ILRMA や SS-ILRMA に比べ
て SDR改善量が高い．このことから，ランク制約付
き SCM推定法の初期化方法に BS-ILRMAを用いる
ことで従来に比べ高品質な分離ができると考えられる．

4.2 ランク制約付きSCM推定法へ適用した場合の
性能評価

4.1節の結果を踏まえ，次に ILRMA，SS-ILRMA，
BS-ILRMAのそれぞれを初期化方法としてランク制
約付き SCM 推定法を適用した場合の分離性能につ
いて調査する．実験データや ILRMA，SS-ILRMA，
BS-ILRMAの条件は 4.1 節と同様である．ランク制
約付き SCM推定法における形状母数パラメータ αは
20とし，尺度母数パラメータ βは 10−16とした．ま
た少ない反復回数で高い分離性能を達成することが
分かっているため，ランク制約付き SCM推定法の反
復回数が 2 回目の結果を用いて比較した [6]．
ILRMA, SS-ILRMA, BS-ILRMAと各手法を初期
値とした場合のランク制約付き SCM推定法の結果を
Fig. 3に示す．結果から全ての場合においてランク制
約付き SCM推定法を適用した場合に SDR改善量が
向上している．中でも，BS-ILRMAを初期値とした場
合の SDR改善量が他の場合と比べて高いため，ラン
ク制約付き SCM推定法の初期化方法に BS-ILRMA
を用いることでより高い分離性能を達成できること
が分かる．

5 おわりに

本研究では分散マイクロホンアレー補聴器システ
ムにおける，BS-ILRMAの有効性および，ランク制
約付き SCM推定法の初期化方法として利用した場合
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Fig. 3 Average SDR improvements of rank-
constrained SCM estimation initialized by ILRMA,
SS-ILRMA and BS-ILRMA, where number of itera-
tions of rank-constrained SCM estimation was two.

の有効性について調査した．実験結果から，補聴器
システムに対しても ILRMAや SS-ILRMAと比較し
て BS-ILRMAは分離性能の点で有効であり，ランク
制約付き SCM推定法の初期化方法として用いること
で高い分離性能を達成することが分かった．今後は，
ランク制約付き SCM推定法の半教師ありへの拡張を
目指す．
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