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1. Introduction

Many applications of speech communication systems, such

as telecommunication systems, hearing aid systems, and

video conference systems have been used. Although, these

systems have the problem of speech quality deterioration un-

der noisy conditions. Thus, it is necessary to obtain high

quality speech signal by noise reduction. However, the very

annoying distortion, so called musical noise arises owing to

nonlinear signal processing. Also, the excessive noise reduc-

tion generates especially the speech distortion that leads to the

degradation of the speech quality and the speech recognition

performance.

To solve this problem, harmonic regeneration noise reduc-

tion (HRNR) has been proposed [1]. HRNR can regenerate

the lost harmonic and obtain the good quality speech. Nev-

ertheless, HRNR mentions only the validity for Wiener Fil-

tering (WF) [2]. In this paper, we evaluate the sound quality

and the speech recognition performance using HRNR tech-

nique for three noise reduction techniques (WF, Spectral Sub-

traction (SS) [3], Minimum Mean-Square Error Short-Time

Spectral Amplitude (MMSE-STSA) estimator [4]).

2. Noise Reduction Methods

2.1 Definition of Signals

The observed signal x(t) is composed of the speech sig-

nal s(t) and the noise signal n(t) as x(t) = s(t)+n(t). Then,

we apply the short-time Fourier transform to the observed sig-

nal to obtain the time-frequency signal X(p, k), expressed

as X(p, k) = S(p, k) + N(p, k), where p is the short-time

frame index and k is the frequency bin. Next, we estimate the

spectrum of the speech signal Ŝ(p, k) as

Ŝ(p, k) = G(p, k)X(p, k) (1)

where G(p, k) is the spectral gain of each noise reduction

method.

2.2 WF

WF is a classical noise reduction technique [2] and its spec-

tral gain GWF(p, k) is defined as

GWF(p, k) =
ξ(p, k)

1 + ξ(p, k)
(2)

Here, ξ(p, k) is a priori SNR, defined as ξ(p, k) =

E[|S(p, k)|2]/E[|N(p, k)|2], where E[·] is the expectation op-

erator. However, since we cannot estimate |S(p, k)|2 in ad-

vance, we calculate the a priori SNR via the decision-directed

approach as [4]

ξ̂(p, k) =α
|G(p− 1, k − 1)X(p− 1)|2

E[|N̂(p, k)|2]
+ (1− α)Max[γ(p, k)− 1, 0] (3)

where N̂(p, k) is the estimated noise signal, α is the forget-

ting factor. Generally, the forgetting factor α is set to 0.98 to

obtain the better sound quality [4]. Also, γ(p, k) is a posteri-

ori SNR defined as γ(p, k) = |X(p, k)|2/E[|N̂(p, k)|2].

2.3 SS

SS is a usually used noise reduction technique that has

small amount of calculation and high noise suppression per-

formance [3]. This method subtracts the estimated noise sig-

nal from the observed signal in power spectral domain. The

spectral gain GSS(p, k) is expressed as

GSS(p, k) ={√
1− βE[|N̂(p,k)|2]

|X(p,k)|2 (|X(p, k)|2 > βE[|N̂(p, k)|2])
0 (otherwise)

(4)

where β is the oversubtraction parameter that adjusts the

amount of noise suppression.
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2.4 MMSE-STSA Estimator

The MMSE-STSA estimator minimizes the mean-square

error between the amplitude spectra of the original speech and

the estimated speech signals. The spectral gain GSTSA(p, k)
is expressed as

GSTSA(p, k) =

√
ν(p, k)

γ(p, k)
Γ

(
3

2

)
M

(
−1

2
; 1;−ν(p, k)

)
(5)

where Γ(h) and M(a; b; z) are the gamma function and the

confluent hypergeometric function, respectively. ν(p, k) is

expressed as follows:

ν(p, k) =
ξ(p, k)

1 + ξ(p, k)
γ(p, k) (6)

where ξ(p, k) is estimated using the decision-directed ap-

proach in eq. (3) as WF.

3. Harmonic Regeneration

The excessive noise reduction generates harmonic distor-

tion and degrades the speech quality. The HRNR technique

is proposed to restore the missing harmonics due to noise re-

duction [1]. The block diagram of HRNR technique is shown

in Fig. 1.

HRNR spectral gain GHRNR(p, k) consists of the refined a

priori SNR ξ̂HRNR(p, k) and the a posteriori SNR γ(p, k) as

GHRNR(p, k) = υ(ξ̂HRNR(p, k), γ(p, k)) (7)

where function υ can be chosen from various spectral gain

functions (WF, MMSE-STSA estimator, etc.). Also, the re-

fined a priori SNR ξ̂HRNR(p, k) is computed by

ξ̂HRNR(p, k) =
ρ(p, k)|Ŝ(p, k)|2 + (1− ρ(p, k))|Sharmo(p, k)|2

E[|N̂(p, k)|2]
(8)

where ρ(p, k) is used to adjust the mixing level of |Ŝ(p, k)|
and |Sharmo(p, k)|. It is better to set ρ(p, k) equal

to the spectral gain in noise reduction part (GWF(p, k),
GSS(p, k) , GSTSA(p, k), etc.) [1]. The restored signal spec-

trum Sharmo(p, k) is obtained by

Sharmo(p, k) = FT
[
NL

(
IFT

[
Ŝ(p, k)

])]
(9)

where NL(·) is non-linear function (e.g., absolute value, min-

imum, or maximum relative to a threshold, etc.), FT [·] and

IFT [·] represent the Fourier and the inverse Fourier trans-

forms, respectively. Finally, the regenerated harmonics signal

computed as

ŜHRNR(p, k) = GHRNR(p, k)X(p, k) (10)

FFT Compute
a posteriori SNR

Noise 
estimation

Compute 
spectral gain

Noise 
reduction

A priori SNR
estimation

Obtain 
restored
signal

Refine 
a priori SNR

Compute HRNR 
spectral gain
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estimation IFFT

Figure 1: Block diagram for HRNR

4. Objective Evaluation Experiment

4.1 Overview

In ref. [1], it was reported only the validity for WF in terms

of speech distortion. Then, we evaluate the second quality on

the basis of the amount of musical noise generation and SNR

improvement for various noise reduction techniques. In this

section, we use following three objective evaluations (Noise

Reduction Rate: NRR [5] for SNR improvement, Kurtosis

Ratio: KR [5] for the amount musical noise generation, and

Cepstral Distortion: CD [6] for speech distortion) and inves-

tigate the sound quality for HRNR.

4.2 Definition of Objective Evaluations

4.2.1 NRR

We introduce NRR to evaluate the SNR improvement as

NRR = 10 log10
E[s2out]/E[n

2
out]

E[s2in]/E[n
2
in]

(11)

where sin and sout are input and output speech signals, re-

spectively, and nin and nout are input and output noise sig-

nals, respectively.

4.2.2 KR

KR is an objective measurement for musical noise genera-

tion. KR is defined by

KR = kurtproc/kurtorg (12)

where kurtproc is the kurtosis of the processed signal and

kurtorg is the kurtosis of the observed signal. KR decreases

as the amount of generated musical noise decreases.
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4.2.3 CD

CD is an objective measurement for speech distortion de-

fined by

CD =
20

T log 10

T∑
p=1

√√√√ B∑
k=1

2(Cout(p, k)− Cref(p, k))2

(13)

where T is the frame length, B is the number dimensions of

cepstrum, Cout(p, k) and Cref(p, k) are cepstral coefficients

of after processing and the clean speech, respectively.

4.3 Experimental Condition

We evaluated the effect of HRNR using three objec-

tive measurements (NRR, KR, CD). We used 10 speakers

(five males and five females) from the JNAS database [7] for

the target signals. Also, we mixed the speech signals with

three types of noise (railway station noise, street noise and

white Gaussian noise). The input SNR of the test data is set

to 10 dB or 15 dB. All the signals used in this experiment

were sampled at 16 kHz with 16 bit accuracy. The size of the

Fourier transform is 512, and frame shift length was is 128.

In this experiment, the signals suppressed by three classi-

cal noise reduction techniques (WF, SS, and MMSE-STSA

estimator) and restored by HRNR technique. We set the gain

function υ in eq. (7) and parameter ρ(p, k) in eq. (8) to the

spectral gain of each noise reduction method (e.g., υ is set

to ξHRNR/(1 + ξHRNR) and ρ = GWF in WF case). Also,

we define this case as WF + HRNR, as well as SS+HRNR,

MMSE-STSA estimator + HRNR.

The chosen nonlinear function NL(·) in eq. (9) is the half-

wave function. We manually controlled the forgetting fac-

tor α for WF and MMSE-STSA estimator and the oversub-

traction parameter β for SS to achieve 10-dB NRR. We set

the dimension of cepstrum B in eq. (13) to 22.

4.4 Experimental Results

Figure 2 shows the spectrograms that the noisy signal is

mixed the clean speech signal with white Gaussian noise in

10-dB input SNR. From Fig. 2 (c) we can confirm that the

degraded harmonic component is regenerated by HRNR as

compared to Fig. 2 (b).

Next, Figs. 3 and 4 indicate the result of each objective

evaluation for NRR, KR and CD, respectively. Fig. 3 (a) and

Fig. 4 (a) show that the variation of NRR by applying HRNR

is little. Regarding Fig. 3 (b) and Fig. 4 (b), it is shown that

KR decrease in all noisy environment when the spectral gain

is set to SS and the enhanced signal is restored by HRNR.

Consequently, the amount of musical noise generation de-

creases. In addition, from Fig. 3 (c) and Fig. 4 (c), HRNR

reduces CD in all noisy environment. It follows that when we

apply HRNR, we can obtain an enhanced speech signal with

less speech distortion in SS and MMSE-STSA estimator.

Figure 2: Spectrograms of (a): Noisy speech mixed with

white Gaussian noise at 10-dB SNR, (b): Suppressed speech

by SS, (c): Suppressed speech signal by HRNR, and (d):

Clean speech signal

Figure 3: Objective evaluation at 10-dB input SNR. (a): NRR

(b): KR, and (c): CD

5. Speech Recognition Experiment

5.1 Experimental Condition

In this section, we evaluated the speech recognition per-

formance for HRNR. We used 200 speakers (100 males and

100 females) for the target speech signals. Also, we com-

pared the speech recognition performance of HRNR with

those of WF, SS, MMSE-STSA estimator, HRNR, clean

speech signals, and unprocessed signals. Other experimen-

tal conditions are the same in section 4.3.

5.2 Speech Recognition Result

Figures 5 and 6 show the result of the speech recognition

performance. From Figs. 5 and 6, we can confirm that the
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Figure 4: Objective evaluation at 15-dB input SNR. (a): NRR

(b): KR, and (c): CD

speech recognition performance of the signals suppressed by

SS is improved a lot by HRNR technique compared with the

signals suppressed by WF or MMSE-STSA estimator case.

Consequently, HRNR technique is effectual using SS.

Railway station Street White Gaussian

Noisy environment

0

10

20

30

40

50

60

70

W
o
r
d
 c

o
rr

e
c
t 

[%
]

Input SNR: 10 [dB]

Unprocessed signal

Clean speech signal

WF

WF+HRNR

SS

SS+HRNR

MMSE-STSA estimator

MMSE-STSA estimator+HRNR

Figure 5: Speech recognition performance in three noisy en-

vironments at 10-dB input SNR
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Figure 6: Speech recognition performance in three noisy en-

vironments at 15-dB input SNR

6. Conclusion

In this paper, we evaluated the sound quality of the signal

processed by HRNR for various noise reduction techniques.

From the objective evaluation, the variation of NRR by apply-

ing HRNR is little, and the scores of KR and CD are improved

by applying HRNR in almost all the cases. Also, from the

speech recognition experiment, we can confirm that applying

HRNR leads to the improvement of the speech recognition

performance in almost all the cases.. We concluded that SS

is particularly effective for HRNR in various noisy environ-

ment.
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