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Abstract Harmonic Regeneration Noise Reduction (HRNR) has been proposed to improve the speech distortion.
We introduced bias into HRNR and proposed new noise reduction technique (biased HRNR) which approach two
main problems: speech distortion and musical noise. In this paper, we investigate the relationship between the in-
ternal parameters and the sound quality in biased HRNR. Additionally, we consider the effect on the sound quality
and the estimation accuracy of a priori SNR.
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Ŝ = GX (3)

Wiener Filtering MMSE-STSA
SNR ξ SNR γ

G = g(ξ, γ) (4)

g(·, ·)
g MMSE-STSA

(9) SNR ξ SNR γ

ξ =
E

[
|S|2

]
E

[
|N |2

] (5)

γ = |X|2
E

[
|N |2

] (6)

E [·] E
[
|N |2

]
T E

[∣∣N̂∣∣2
]

E
[
|N(p, k)|2

]
≈ E

[∣∣N̂∣∣2
]

= 1
T

T∑
τ=0

|X(τ, k)|2 (7)

ξ DD
[5]

ξ̂DD(p, k) = α
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